Probability Distributions
A variable whose value is determines by the outcome of an experiment is known as a random variable. A random variable identifies every possible outcome in an experiment, usually by number, and represents the complete variable symbolically by a letter, eg X.

Example

Three coins are thrown. We don’t know how often the event ‘heads’ is going to appear. We may represent the event ‘number of heads obtained’ by the random variable X. So that X may take any of the values 0,1,2,3.

	Random Variables (RVs)



	Discrete


	Continuous

	Discrete RVs can only assume fixed values on the measuring scale. For this reason they are often described as countable. Examples: ‘size of family’ can take a value 0,1,2,3… etc, ‘no heads in 3 throws of a coin’ can take a value 0,1,2,3.
	Continuous RVs may take any value on the scale used to measure them. Continuous variables are often described as measurable. 
Examples: ‘weight’ or ‘height’ of a person.

	Probability Distributions



	The outcome of random experiments is uncertain. In order to describe Random Variables (RVs) linked with random experiments two bits of information is needed. 

First: the value that this RV may assume

Secondly: the probability with which this value may occur

This information may be presented in a Table, Graphically or Functionally 


1. Table

We construct a 2-column Table. The first column describes the possible outcome and the second column the likelihood of that outcome.

Example (Discrete RV): X: the no of heads in 3 throws of a coin
	Discrete Probability Distribution 
	Discrete Cumulative Probability Distribution 


	x

Pr(X=x)

0

0.125

1

0.375
2

0.375
3

0.125


	x

Pr(X≤x)

0

0.125

1

0.500
2

0.875
3

1.000



· Pr(X≤60m) inclusive cumulative distribution

· Pr(X<60m) exclusive cumulative distribution

Example (Continuous RV): We throw an arrow and we represent the distance travelled by X. If we assume that we threw the arrow in the range 50m to 100m, with the same amount of probability for each and every distance within that range, then we can create a Tabular Representation of Continuous Probability Distribution of X as follows.
	Distance (m) 
	Probability Distribution
	Cumulative Probability Distribution

	50 and less than 60
	Pr(50m≤X<60m)=0.2
	Pr(X<60m)=0.2

	60 and less than 70
	Pr(60m≤X<70m)=0.2
	Pr(X<70m)=0.4

	70 and less than 80
	Pr(70m≤X<80m)=0.2
	Pr(X<80m)=0.6

	80 and less than 90
	Pr(80m≤X<90m)=0.2
	Pr(X<90m)=0.8

	90 and less than 100
	Pr(90m≤X<100m)=0.2
	Pr(X<100m)=1.0


Notes: 0≤Pr(X) ≤1
and
∑Pr(X)=1
2. Graphical Display

 
Discrete RV
Continuous RV
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Note that Continuous Probability distributions may sometimes be plotted using the Tabular representations such as the one presented above.

Note that the Total Probability should always equal one ( ∑Pr(X)=1 ).
3. Functional
	Discrete RV
	Continuous RV
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(Normal Distribution)


Expectation and Variance
The expectation E(X) of a RV X measures the probability distribution’s central tendency (like the arithmetic mean μ). 

The variance VAR(X) of a RV X is a measure of the variability of the probability distribution (like σ2).

	Discrete RV
	Continuous RV
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	Where p(X) is the probability density function


Example:

	X
	Pr(X)
	X*Pr(X)
	X2
	X2*Pr(X)

	0
	0.10
	0.00
	0
	0.00

	1
	0.15
	0.15
	1
	0.15

	2
	0.30
	0.60
	4
	1.20

	3
	0.20
	0.60
	9
	1.80

	4
	0.15
	0.60
	16
	2.40

	5
	0.10
	0.50
	25
	2.50

	
	
	∑[X*Pr(X)]=2.45
	
	∑[X2*Pr(X)]=8.05


μ =∑[X*Pr(X)] =2.45

σ2 = ∑[X2*Pr(X)] - μ2 = 8.05 - 2.452 = 2.0475

A Binomial Experiment:

· consists of N identical ‘trials’,

· 2 outcomes are possible on each trial (‘success’ or ‘fail’),

· The trials are independent of each other,

· The probability of success remains the same,

For a binomial Experiment with N trials, with probability of success = p, and therefore probability of failure = 1-p, the probability of x successes is: 
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Binomial Distribution
Random Variables associated with Binomial experiments exhibit a Binomial Distribution.

The expected value of a binomial RV X is: μ =E(X) = N p 

The variance of a binomial RV X is: σ2 = VAR(X)=N p (1-p) 


Example A: The manager of a department store reckons that 30% of people who come into the store end up making a purchase. What is the probability that 0,1 or 2 of the next 4 people coming into the store make a purchase?

This is a binomial experiment with:

p = Probability of success = 0.3

1-p = Probability of failure = 0.7

N = 4 people entering the store

x = 2 people will make a purchase

Therefore : 
0 will make a purchase: 
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1 will make a purchase: 
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2 will make a purchase: 
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etc…



Example B: There is an 0.03 chance that a page of written typescript will contain an error. In a document consisting of 1000 pages, what will be the mean number of pages with an error? What will be the standard deviation?
This is a binomial experiment. The average number of pages in error=N p=1000*0.03=30

The standard deviation is: 
[image: image14.wmf](

)

3944

.

5

97

.

0

03

.

0

1000

1

=

×

×

=

-

p

Np


Normal Distribution

Normal (Bell-shaped) distributions are very commonly occurring. Normally distributed Random Variables have the following graphical and functional forms:
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Normal Distribution

· Is bell-shaped and symmetric

· Mean=median=mode

· Only the mean and the standard deviation are needed to fully describe the distribution.
Often we are asked with the question what is the probability that a normally distributed RV will have a value within a range. This kind of problems are solved by first transforming our Non Standard Normal process to a Standard one. To achieve this we use the following transformation: 
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. A standard normal distribution is then obtained.

A Standard Normal Distribution has a mean of μ = 0 and standard deviation of σ = 1.

Tables of the areas between the mean and a specific point as also a point and up to infinity exist. These tables can be used to obtain the required results.
Example: A random normal variable has a mean of 5 and a variance of 4. Find the probabilities: i) Pr(X>5.7), ii) Pr(X<3.4), iii) Pr(2.8<X<5.1), iv) Pr(5.7<X<6.8)

i) 
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[image: image19]
And by reading the column from Z=0.35 to infinity we obtain: 0.3632

ii) 
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Now because the distribution is symmetric: 
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iii) 
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iv)
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[image: image26]
The Normal Approximation to the Binomial Distribution
If a binomial experiment involves lots of trials (N is large) then the calculations become tedious. For this reason, a normal approximation to the binomial distribution is often adopted. In that case, the mean and the standard deviation of the Binomial distribution are firstly calculated and then the rest calculations are done assuming a normal distribution.



Example: In a throw of 12 coins, what is the probability of obtaining more than 5 heads.

This is a binomial experiment with: N=12, x=5, p=1-p=0.5.

Therefore: μ=Np=12*0.5=6

σ2=Np(1-p)=12*0.5*0.5=3 => 
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Since N is relatively large we may adopt a Normal approximation in order to solve the problem.

In that case:
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