Correlation analysis
Bivariate analysis: Analysis involving the collection and analysis of paired data

Correlation analysis: Is there a relationship between variables?

Regression analysis: What is this relationship?

The use of a scattergram (or scattergraph, or scatterplot) is useful in visualising our data and therefore finding possible correlation patterns.
	Sales 

Person
	(X) Weeks
of Training
	(Y) Sales$

	1
	4
	472

	2
	3
	432

	3
	8
	540

	4
	9
	524

	5
	10
	520

	6
	4
	508

	7
	16
	780

	8
	11
	624

	9
	18
	744

	10
	20
	820

	11
	11
	584

	12
	4
	452

	13
	7
	544

	14
	20
	832

	15
	18
	804

	16
	9
	596

	17
	10
	632

	18
	14
	688

	19
	13
	620

	20
	19
	768
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Functional relationship is deterministic. i.e. y=5x

Relationship of variables obtained from random processes is statistical relationship.

If variables show signs of being linked they are strongly correlated, as opposed to weakly correlated variables, that is variables that don’t exhibit strong degree of association.

Proportional relationship of variables are said to have positive correlation.

(An increase in a variable x will give an increase to its positive correlated variable y)
Inversely proportional variables are said to have negative correlation.
(An increase in a variable x will give an decrease to its negative correlated variable y)

Variables can be linearly or nonlinearly correlated. 

Measures of Correlation

· Sample Covariance=
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The Sample Covariance will be:

· negative or positive for negative or positive correlated variables, respectively.

· Close to zero for uncorrelated variables.

· Dependant on the units of measure. Cannot help measure strong or weak correlation patterns.

· 
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Pearson’s Product-Moment coefficient of correlation r:

· can help show negative, positive and non- correlation of variables.
· Is NOT dependent on the units of measure.

· Takes a value from -1 (strongly negatively correlated variables) to 
+1 (strongly positively correlated variables)

Problems with the Interpretation of r:

· Linearity. r measures the degree of linear association. 
· Causality. r does not inform us if X acts on Y or Y on X.
· Trends. If there are more than one linear trends affecting a variable, our analysis will give a coefficient which cannot help us identify the real cause of “association”. i.e. The price of a hotel room X and the price of my shirt Y, though uncorrelated, both depend on the price of oil. An increase in oil price will increase both prices. Therefore a subsequent correlation analysis might show that the two prices are correlated. Evidently, this analysis fails to show that underneath the fake “association” of X and Y, C is to be blamed, and in reality A and B are uncorrelated.
· Sample size. Was the sample size sufficient to guarantee accuracy?
· Can be applied to ratio and interval scale data only.
Example

Using the table of data in the previous page calculate the coefficient of correlation r.

From the table:
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, N=20

Using the formula:
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Spearman’s rank correlation coefficient ρ

It assesses how well an arbitrary monotonic function could describe the relationship between two variables. Spearman’s rank correlation coefficient ρ:

· requires no assumption about the frequency distribution of the variables,

· does not assume linear relationship about the two variables,

· can also be used for ordinal variables.

In order to calculate ρ, the raw scores (variables X and Y for each observation) are converted to ranks, and the differences d between the ranks of each observation on the two variables are calculated. If there are no tied ranks then 
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Where:
di 
= the difference between each rank of corresponding values of x and y, and

n 
= the number of pairs of values.

Example: The raw data used in this example is shown in Table 1.
	IQ
	Hours of TV per week.

	106
	7

	86
	0

	100
	27

	101
	50

	99
	28

	103
	29

	97
	20

	113
	12

	112
	6

	110
	17

	IQ (i)
	Hours of TV per week (t)
	rank (i)
	rank (t)
	d
	d2

	86
	0
	1
	1
	0
	0

	97
	20
	2
	6
	4
	16

	99
	28
	3
	8
	5
	25

	100
	27
	4
	7
	3
	9

	101
	50
	5
	10
	5
	25

	103
	29
	6
	9
	3
	9

	106
	7
	7
	3
	4
	16

	110
	17
	8
	5
	3
	9

	112
	6
	9
	2
	7
	49

	113
	12
	10
	4
	6
	36



Table 1
Table 2

The first step is to sort this data by the first column. Next, two more columns are created. Both of these are for ranking the first two columns. Notice how the rank of values that are the same is the mean of what their ranks would otherwise be. Then a column "d" is created to hold the differences between the two rank columns. Finally another column "d2" should be created. (Table 2). The values in the d2 column can now be added to find [image: image11.png]>
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The value of n is 10. So that: [image: image12.png]p—
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 which evaluates to ρ = − 0.175758. 
In the case of tied observations (observations which are numerically equal) one has to take the arithmetic average of the rank numbers associated with the ties.
Example: Two persons taste 10 red Italian wines, grading them by an ordinal scale between 1 and 5. The results are as follows: 

                                 Grades     Grades

                    Wine No.    Person 1   Person 2

                       1           1          2

                       2           2          3

                       3           4          5

                       4           5          4

                       5           2          2

                       6           2          2

                       7           4          3

                       8           3          4

                       9           1          3

                      10           4          2

In order to calculate Spearman's rank correlation coefficient we first have to sort the grades for each person. The resulting rank numbers are averaged for tied observations: 

                                Grades     Rank  Rank

                    Wine No.    Person 1        (ties)

                       1           1         1    1.5

                       9           1         2    1.5

                       6           2         3     4

                       5           2         4     4

                       2           2         5     4

                       8           3         6     6

                      10           4         7     8

                       7           4         8     8

                       3           4         9     8

                       4           5        10    10

                                 Grades    Rank  Rank

                    Wine No.    Person 2        (ties)

                       5           2         1    2.5

                       1           2         2    2.5

                      10           2         3    2.5

                       6           2         4    2.5

                       2           3         5     6

                       7           3         6     6

                       9           3         7     6

                       8           4         8    8.5

                       4           4         9    8.5

                       3           5        10    10

The final table of ranks includes the differences of the ranks as well as the squared differences: 

Wine No.    Person 1  Rank       Person 2  Rank        d          d2
   1           1       1.5         2       2.5        -1          1

   2           2        4          3        6         -2          4

   3           4        8          5       10         -2          4

   4           5       10          4       8.5        1.5        2.25

   5           2        4          2       2.5        1.5        2.25

   6           2        4          2       2.5        1.5        2.25

   7           4        8          3        6          2          4

   8           3        6          4       8.5       -2.5        6.25

   9           1       1.5         3        6        -4.5       20.25

  10           4        8          2       2.5        5.5       30.25

                                               sum    0.0       76.50

The Spearman's rank correlation coefficient is: ρ=1-(6*76.5/(10*(100-1))= 0.5364 
Regression Analysis

Coefficient of determination r2

If variables X,Y are said to be correlated with a coefficient of correlation r then a 
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 increase (or decrease) in Y by can be explained through the increase (or decrease, respectively) that have occurred in the X variable. The complementary percentage 
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 indicates the part which cannot be explained by the relationship connecting these variables (i.e. due to random causes).

i.e. for perfect correlation r=1, so X and Y depend on each other by 100% (completely).

The Least Squares Regression line (‘best fits’ the linear scenario between X and Y) is:
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where:
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and 
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· Example: Find the Least Squares regression line for the data in page 1.

From the table:
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Using the formula:
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b corresponds to the rate (or slope) with which a week in training will affect the sales$. In other words, each week in training will add a +22.14 $ in sales. The rate is +22.14$/week.
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This is the point of interception on the Y axis. It is the number of sales a person achieves with 0 weeks of training. Otherwise it is the ‘overhead’ or the fixed sales that a salesman achieves whether she/he receives training or not.

Finally, the line that best fits our data, in the Least Squares sense, is: 

Y = 22.14 X +371.8
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